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ABSTRACT 

When computers are used to execute tasks, it is often necessary for the user to locate a target item in a menu or a list.  
For example, users of word processors and spreadsheet applications select appropriate commands in a hierarchical 
menu to display dialog boxes and edit file or table attributes.  To locate the desired information on the World Wide 
Web, users select the most appropriate candidate out of those presented by a search engine, and proceed through a series 
of hyperlinks that appear to be related to the task.  This paper applies a cognitive model of the user’s item selection 
process to the task of target search in a hierarchical menu system that contains one or more of the following four 
operations: (1) item selection on the basis of similarity to the task, (2) consideration in various ways of the selection 
history when making the next selection, (3) backtracking when an appropriate item is not present among those 
selectable at a given point in time, and (4) abandoning the task unachieved.  We model this selection process with 
Markov chains.  We calculate the probability that task goals are achieved and the average number of selections to 
make until the task goals are achieved.  Finally we use these results to propose a method of evaluating the structures of 
hierarchical menus and links on a website. 
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1. INTRODUCTION 

In order to accomplish computerized tasks, users must give commands to applications through interfaces.  Typical 
styles of human-computer interaction include menu selection, direct manipulation, and command input.  However, a 
simple look at the interfaces widely used in daily life — web browsers, office applications (word processors, 
spreadsheet applications, and graphic applications), automatic teller machines (ATM), and remote controls for 
household appliances — indicates that the predominant interface style is the sequential selection from a hierarchically 
organized menu or a link structure. 

When using a machine to accomplish a task in an ordinary situation, users often do not recall a series of operations from 
memory before executing them.  They would rather comprehend the contents presented on a display and accomplish 
the task by selecting the appropriate item every time.  It has been confirmed by experiments that in menu-based 
interaction users do not in fact remember the menu items even if the task is performed repeatedly [7].  Users are 
known to employ a “label-following strategy” to select items in such situations [12].  The primary criterion of 
selection here is the semantic similarity of the selectable items to the representation of the task.  Therefore, when the 
design of an interface for item selection does not conform to the task in question, one may predict that the task will be 
difficult to accomplish. 

In fact, this has been confirmed in research on the usability of menu-based applications and web pages.  For example, 
to create a new chart in the Excel 3.0 spreadsheet application, the user must select the item “New” from the “File” pull-
down menu.  But since “File”, the item that must be selected, is not consistent with the task goal of “creating a chart”, 
it was extremely difficult to accomplish this task [1].  As another example, when subjects were asked to search for 
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some information provided on several websites, they exhibited extremely low success rates ranging from 12% to 43%, 
because the links they needed to select were not consistent with the information they were searching for [11]. 

The objective of this paper is to propose an interface evaluation method that will prove useful in designing interfaces 
that make it possible for tasks to be accomplished with certitude in situations where tasks are accomplished by selecting 
items from hierarchical menu and hyperlink structures.  Previous research on the evaluation of menus has focused on 
their hierarchical structures and offered a guideline that “menu hierarchies should be broad and shallow rather than 
narrow and deep” [9].  However, none has addressed the issue of optimal design for the item contents. 

The rest of this paper is organized as follows.  In 2 we describe a cognitive model of the user’s item selection process.  
In 3 we present a Markov chain to model the item selection process.  The structure of a given hierarchical menu is 
evaluated in terms of such task performance measures as the probability of success in the selection and the average 
execution time by the numerical calculation of the Markov chain.  In 4 we add four models of users.  They are 
divided into a class of high-speed evaluation models with ease of modeling but poor approximation and a class of 
granular evaluation models which enjoy fine approximation but conduct the evaluation by means of simulation.  The 
task performance of a realistic example of the hierarchical menu is examined using these evaluation models.  We 
discuss the results obtained from both models, and claim that they can be combined to offer a useful tool for the 
efficient design of hierarchical menus and link structures.  In 5 we conclude the paper with a brief summary. 

2. A COGNITIVE MODEL OF THE USER’S ITEM SELECTION PROCESS: CoLiDeS 

We begin with an outline of the CoLiDeS model, and then discuss in some detail the similarities that play a significant 
role as mediation in modeling search processes by Markov chains. 

2.1. Outline of the CoLiDeS model 
Figure 1 shows a sketch of the CoLiDeS (Comprehension-based Linked model of Deliberate Search) cognitive model 
of the user’s item selection process.  For details of this model, readers can refer to [3], [4], and [5].  Process 
simulation in the CoLiDeS model is based on the Construction-Integration Architecture [2], a cognitive model of text 
comprehension.  The CoLiDeS model is briefly described in the 
following. 

First, in the goal generation process, the user generates several 
sub-goals in order to accomplish the ultimate goal.  For 
example, for the goal of “browsing books on cognitive science,” 
the user would generate such sub-goals as “visiting a browsing 
subsite,” “selecting a category relating to cognitive science,” and 
“browsing the books available there.” 

In the goal selection process, the user examines the current 
interface display to select the most appropriate out of the sub-
goals generated. 

In the attention process, the user directs his attention to the 
specific portion of the display (e.g., a menu bar or a navigation 
tab) associated with the sub-goal he is attempting to achieve. 

In the action selection process, the user makes a synthetic 
evaluation of the objects (e.g., menu items or hyperlinks) to 
which his attention is directed in terms of semantic similarity [6], 
textual similarity (literal matching), and the past frequency of 
selections with similar context; he then selects one of the objects 
that is the closest to the representation of the sub-goal. 

subgoal

region and subgoal

subgoals

No

Yes

No

Yes

Select a 
subgoal

Attend to a 
region

Select an action

Generate 
suboals

Subgoal 
accomplished?

All subgoals 
accomplished?

Start End

 

Figure 1: The CoLiDeS model. 
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Figure 2: A hierarchical menu with similarity indices (a memoryless model). 



2.2. Quantification of similarities 
In CoLiDeS, when a user selects a text link from a set of menu items encountered for the first time, the similarity at the 
semantic level is combined with that at the textual level.  If there are no text links with a label identical to the 
representation of the goal among the menu items currently being processed, the selection is made on the basis of 
semantic similarity. 

Latent Semantic Analysis (LSA) is used to quantify the semantic similarity in CoLiDeS [6].  As a means of 
statistically evaluating the relationship between a word and the context (document) containing that word, LSA 
expresses this relationship in a vector form in a semantic space of some 300 dimensions.  At the website 
http://lsa.colorado.edu, one may obtain interactively the similarities between pairs of words and compound words in a 
semantic space that is constructed from the vocabularies of American university students.  The values representing the 
semantic similarity in this paper have been obtained from this website. 

The semantics of compound words are expressed by combining vectors.  The similarity between a pair of compound 
words is defined as the cosine of the two vectors in the semantic space.  For example, the similarity of human 
computer interaction and software engineering is 0.64.  This reflects the fact that they often appear together in context, 
i.e., they are similar words.  On the other hand, the similarity of parenting and human computer interaction, a pair 
unlikely to appear in the same context, is 0.  Semantic similarity may thus be quantified objectively by means of LSA. 

3. ITEM SELECTION PROCESS IN THE MARKOV MODEL 

In this section we assume that a hierarchical menu is comprised of three levels — a menu bar, pull-down menus and 
submenus.  We present a method of calculating the success probability and the average number of item selections to 
the success when selecting a target item in the hierarchy.  We first describe the menu hierarchy considered, and then 
show our method for modeling it with a Markov chain. 

3.1. Expression of a hierarchical menu and assignment of similarity 
Figure 2 shows a hierarchical menu used in this paper, adapted from [10] which investigated how the label quality in the 
menu affects learning and performing by exploration.  Users select a series of menu items in this hierarchy as follows. 

1) The user selects a menu bar item to display 
a pull-down menu, or completes the task. 

2) The user selects a menu item in the pull-
down menu to display a dialog box or a 
submenu, or returns to the layer above 
without selecting any menu item. 

3) If a submenu is displayed, the user selects 
a menu item in the submenu to display a 
dialog box, or returns to the layer above 
without selecting any menu item. 

4) If the user displays the correct dialog box, 
the task is complete.  Otherwise, the user 
returns to the layer above. 

The menu bar is made up of seven items: File, 
Edit, General, Assign, Transformation, 
Appearance, and Tools.  When an item in the 
menu bar is selected, a pull-down menu 
appears.  Each pull-down menu may contain 
about ten items.  When an item in the pull-
down menu is selected, either a submenu 
appears, or a command is executed, e.g., 
displaying a dialog box.  When an item in the 
submenu is selected, a dialog box appears. 
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Figure 3: Assignment of weight for “backward” transition. 



Figure 2 shows a portion of the hierarchical menu.  The values labeling the solid-line arrows in the figure denote the 
semantic similarities between the task and each menu item when the user is attempting to perform the task “change the 
graph type to column.”  These values have been derived from the above-mentioned semantic space of the American 
students’ vocabularies.  The shortest path to the target for this task is “Start → General → Change Type → Graph 
Type.”  If Graph Type is selected, a dialog box consistent with the task is displayed, and then the user realizes a 
success in his task. 

In reality, however, users may return to the upper layer if an incorrect dialog box appears or if there is not any 
appropriate menu item to select.  The values labeling the dashed-line arrows in Figure 2 denote the weights assigned to 
the links for returning to upper levels.  Since an incorrect terminal node always results in returning to the level above, 
it has a link weight of 1.0.  There are no links from the correct terminal node and from the Abort node at which the 
task is terminated.  The returning link weights of other nodes are determined according to the procedure illustrated in 
Figure 3.  Since it is assumed that users apply a label-following strategy to make selections, selecting items with low 
similarity is not allowed.  Thus, the possibility of selecting a node with the similarity to the task goal below a threshold 
(say, 0.15) is discarded, and that similarity value is incorporated into the returning link weight.  In Figure 3, there are 
nine items in the pull-down menu of the Edit item in the menu, four of them having similarities below the threshold.  
With these similarities added up, the link weight returning from the Edit pull-down menu amounts to 0.37.  If such 
conditions occur in a path from the Start menu, the similarities are added to the Abort link weight.  When the sum of 
all sub-threshold similarities remains below the threshold or no selection item exists with similarity below the threshold, 
the returning link weight is reckoned as the threshold value. 

Thus the links are weighted based on their similarities, and chosen by the user accordingly.  All tasks are started with 
Start and ended at either the target or Abort in a finite amount of time with probability one. 

3.2. Formulation by a Markov chain 
The process of menu selection for a given hierarchical menu system can be modeled as a Markov chain with a discrete 
state space and a discrete time parameter in which each menu of selectable items corresponds to a state and the 
sequence of mouse clicks corresponds to the time parameter.  Assuming that there are ( )∞<r  kinds of menus, let the 
state space be denoted by },,2,1{ rS K= .  Let nX  be the menu popped up at the n th mouse click.  For the 
Markov chain { }L,2,1,0; =nX n , it is assumed that the time-homogeneous state transition probabilities 

{ } SjiiXjXPP nnij ∈==≡ + ,|1  

are given.  Let ijT  be the first passage time from a transient state i  to a recurrent state j  of the Markov chain.  
Then the probability that state j  is reached from state i  in a finite number of time steps is denoted by 

{ }∞<≡ ijij TPf .  Also the expected number of steps needed to go from state i  to state j  in a finite number of 

steps is denoted by [ ]∞<= ijijij TTE ;µ . 

According to the theory of finite Markov chains, they satisfy the following sets of linear simultaneous equations [8]: 
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for each recurrent state j .  Here ( )jC  denotes the recurrent communicating class to which state j  belongs, and 
T  denotes the set of all transient states of the Markov chain.  Therefore, given { }ijP , we can obtain { }Tif ij ∈;  and 

{ }Tiij ∈;µ  for each recurrent state j  by solving these equations. 



3.3. Construction of the transition probability matrix 
We can evaluate the task performance analytically or numerically for the Markov chain with state transition 
probabilities.  In this subsection, we first describe how to construct the transition probability matrix for the state 
transitions shown in Figure 2.  We then show a procedure to calculate the task performance. 

For the Markov chain with a discrete state space, let the ( )ji, th element of the transition probability matrix be the 
probability of going from state i  to state j  in one step.  The set of similarity indices, calculated by the method 
given in Section 3.1, is converted to the state transition probabilities by normalizing them proportionally so that each 
row sums up to unity.  We number the 56 states in Figure 2, beginning with state 1 for Start to the terminal nodes.  
For convenience, let state 55 be our target (Graph Type), and let state 56 be Abort.  We then have the following 
transition probability matrix: 
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Note that states 1–54 are transient and that only states 55 and 56 are recurrent (absorbing) in this Markov chain. 

Let us define the 5454×  matrix ( )ijQQ =  by  
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where 1=ijδ , and 0=ijδ  if ji ≠ . 

It follows from (1) and (2) that 
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Solving these sets of equations for 55=j  and 56, we can obtain 55,1f , 55,1µ , 56,1f , and 56,1µ . 

Now 55,1f  and 55,1µ  are interpreted as 

accesses all ofnumber 
 targetreach the that accesses ofnumber 

55,1 =f ,  
accesses all ofnumber 

 target thereaching clicks of numbers  theof sum
55,1 =µ . 

Thus, the average number of clicks for those accesses that reach the target is given by 

 targetreach the that accesses ofnumber 
 target thereaching clicks of numbers  theof sum

55,1

55,1 =
f
µ

. 

Similarly, the average number of clicks for those accesses that are aborted is given by 56,156,1 fµ . 



4. EVALUATION OF HIERARCHICAL MENUS 

In addition to the Markov model given above, we introduce four new models of the user’s item selection process and 
evaluate them by assigning concrete values.  Based on the numerical results for the five user models, we discuss the 
effects of the user’s history of mouse clicking on the performance of the search process.  Finally we propose a general 
method for evaluating and designing the hierarchical menu structure by combining our user models. 

4.1. Five user models 
4.1.1. Memoryless users (M1) 
Figure 2 may be thought of as a state transition diagram for the model of users without memory (M1).  Although the 
probability of reaching a target can be calculated exactly, the evaluation of the number of clicks may not be realistic in 
this model. 

4.1.2. Patient users (M2) 
Markov chains rely only on the current state to calculate the probability of future states under all historical conditions, 
i.e., independent of the past history.  In the actual item selection process, however, it is hard to imagine revisiting a 
state where the target was not found on a previous visit.  In other words, the item selection process is not a little 
influenced by the past history.  Figure 4 illustrates a model of patient users (M2) who would never select the item from 
which they have just returned.  For example, consider a user who selects General from the menu bar and Preferences 
from the pull-down menu (Start → General → Preferences).  The user may then return without selecting the 
Preferences submenu.  At this point the destination of return is the node labeled General←Preferences in the figure.  
At this node there is no link to Preferences but links to other items in the General pull-down menu.  In this pull-down 
menu, if the user again returns to the layer above without selecting any item, he returns to the node labeled 
Start←General, where the link to General is cut off. 

4.1.3. Impatient users (M3) 
Note that in M2 users are allowed to traverse a menu hierarchy indefinitely, making a tremendous number of transitions 
before either arriving at the target or Abort.  This cannot be reckoned as a realistic model of searching menus.  Figure 
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Figure 4: A Markov model of patient users (M2). 



5, a slight revision of Figure 4, shows a model of impatient users (M3) in the sense that it implements the depth-first 
search and places additional restrictions on returning for completing the search quickly.  This model differs from M2 
in the sense that a user cannot return by two or more levels upward in the hierarchy, aborting the task in such a case.  
For example, if a user selects to return in the General←Preferences state, he moves to Abort rather than to 
Start←General. 

4.1.4. Cautious users (M4) 
User models M1, M2 and M3 have the advantage of being able to generate the transition probability matrices for the 
Markov chain, but are not realistic models of actual user’s item selection processes.  A model that does not select a 
link previously selected would be more appropriate in reality.  Thus our model of cautious users (M4) assumes that, in 
the state transition in Figure 2, the user never revisits a node visited before.  For example, if a user moves from Start to 
Appearance and returns to Start without selecting anything in the Appearance pull-down menu (Start → Appearance → 
Start), the link from Start to Appearance is severed entirely.  Thus it is not possible to reach any layer below 
Appearance afterwards.  It implies that the user is unable to reach a certain section of the hierarchy even though that 
section has never been visited.  Therefore this model may be considered as a model of users who would return to a 
level above only with great caution.  It is the case where there is clear indication of previous visits such as we meet on 
web pages. 

4.1.5. Users with good memory (M5) 
Finally, our model of users with good memory (M5) is a modification of M4 in such a way that describes users who 
neglect to revisit only terminal nodes.  As can be seen in Figure 2, not all the terminal nodes correspond to the depth of 
a certain layer in the menu hierarchy.  A user with good memory would remember perfectly which were not correct 
terminal nodes.  This model may apply to the users of office applications such as Excel. 
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Figure 5: A Markov model of impatient users (M3). 



4.2. Results and discussion 
4.2.1. Numerical results for the user models 
Table 1 gives the probabilities 55,1f  and 56,1f  of reaching the target or aborting the task, respectively, along with the 
corresponding average first passage times 55,1µ  and 56,1µ , i.e., the average numbers of clicks, for five user models 
M1 through M5.  For user models M1, M2 and M3, they have been calculated as described in 3.3 from the transition 
probability matrices of the Markov chains.  For user models M4 and M5, we have conducted simulation with 10,000 
item selections, and counted the success and failure frequencies as well as the number of clicks.  In the latter case, the 
results are shown with 95% confidence intervals. 

4.2.2. Discussion 
Based on the results in Table 1, we observe that taking into account the history of selecting menus has significant 
impact on the performance of the search process.  First, comparing the results for M1 and M2, we find that M2 gives 
much fewer average clicks for both success and failure cases.  This is because the number of selectable items after 
selecting a return in M2 is fewer by one than that in M1.  For the same reason, the success probability is slightly lower 
in M2.  For instance, following the transitions Start → General → Start, the probability of abortion is 
0.19/(0.19+0.25+0.16+0.38+0.22+0.16) = 0.088 in M1 (Figure 2), while the probability of abortion after the state 
Start←General is 0.19/(0.19+0.25+0.16+0.22+0.16) = 0.107 in M2 (Figure 4).  On the other hand, the probabilities of 
transition towards the target in M1 and M2 are comparable.  Thus the probability of reaching the target is lower in M2. 

Looking at the successful case in M3, we see that the average number of clicks is 4.1, which is close to the length of the 
shortest path (Start → General → Change Type → Graph Type).  On the other hand, we find that the average number 
of clicks in the failure case is 10.8; in this case a user moves to Abort after experiencing several trials and errors.  The 
results for M3 come from the fact that a user cannot return across layers in a hierarchy for the depth-first search.  The 
results for M4 are similar to those for M3, but exhibit higher success probabilities and higher average number of clicks, 
because a user in M4 may return across layers.  Since the strongest priority on the depth-first search is put in M3, the 
results obtained in M3 may provide the lower bound performance for M4. 

Since revisiting to a terminal node is prohibited in M5, it naturally yields higher success probabilities as well as higher 
average number of clicks than M4.  Although the state transition diagram of M5 is very close to that of M1 (Figure 2), 
it shows somewhat higher success probabilities and much lower average number of clicks.  Therefore, the success 
probability in M1 may be close to that in M5. 

4.3. Proposal of a method for evaluating hierarchical menus 
As demonstrated above, it is possible to find the success probabilities and the average numbers of clicks for the five 
user models, given a hierarchical menu structure with a user target.  User models M1, M2 and M3 are subject to poor 
accuracy for models of the actual user’s item selection process, but they enable us to perform high-speed evaluation as 
they yield the evaluation results in a short time by means of numerical calculation.  On the other hand, user models M4 
and M5 reflect the behavior of actual users.  While it takes much long time to obtain the evaluation results by means of 
simulation, they can provide accurate detailed evaluation. 

Table 1: Success and failure probabilities and average number of clicks. 

Success Cases Failure Cases  

Model 

 

Description success 
prob. 

95% confidence 
interval 

average number 
of clicks 

95% confidence 
interval 

failure 
prob. 

average number 
of clicks 

95% confidence 
interval 

M1 memoryless 
users .509 — 131.2 — .491 124.6 — 

M2 patient users .451 — 85.9 — .549 81.5 — 
M3 impatient users .124 — 4.1 — .876 10.8 — 
M4 cautious users .304 (0.294,0.313) 16.3 (15.8,16.9) .696 24.3 (23.9,24.8) 

M5 users with good 
memory .520 (0.510,0.530) 32.3 (31.5,33.1) .480 27.3 (26.5,28.1) 



We now propose a method for the evaluation of hierarchical menus that takes advantage of these characteristics.  Our 
method provides an efficient way for evaluating and improving the organization of hierarchical menus, and works as 
follows: 

1) Define a number of hypothetical targets (they may be represented by terminal nodes). 
2) Design several candidates of the hierarchical menu structure. 
3) Use the high-speed evaluation models (M1~M3) to find the success probability and the average number of clicks for 

all the targets, and evaluate the candidates of hierarchical menu structure.  For a small set of hierarchical structure 
candidates that are rated high by the high-speed evaluation, perform the detailed evaluation by either M4 or M5, 
depending on whether the menu structure is of web page-type (M4) or of office application-type (M5). 

5. CONCLUSION 

We have discussed methods of evaluating a hierarchical menu, a structure that is a major user interface indispensable to 
gain access to the rich information resource made available by today’s information technology, with respect to its task 
execution performance.  Our models of the process by which users select target items in the hierarchical menu are 
based on a cognitive model of user behavior.  Five models have been presented corresponding to the user’s different 
item selection behaviors.  Three of them are capable of generating the transition probability matrices for Markov chain 
models, and can thus find the success probabilities and the average numbers of clicks at high speed.  The other two 
models capture more realistically the user’s behavior on web pages and in office applications; as such they can provide 
highly accurate evaluation at the expense of long computational time for simulation.  We have demonstrated the 
possibility of finding with these models the actual success probabilities and the average numbers of clicks to the success 
for a sample hierarchical menu structure.  On the basis of this result, we have proposed a method of evaluating and 
improving hierarchical menu structures.  Work is currently underway on the implementation of this method.  Further 
experiments will be required to verify its effectiveness using numerous samples from real applications. 
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